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Dependable autonomous robots 

•  Autonomous applications : Complex, evolving in 
unstructured environment, versatile, networked 

•  Fault model 
–  Development Faults (e.g.,in autonomous SW) 
–  Physical Faults (e.g., hardware) 
–  Interaction Faults (e.g.,human-robot interactions) 
–  Other « faults »: 

•  Uncertainties (e.g., in perception, heuristics) 
•  Adverse situations (e.g., unexpected hazards) 
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Fault Acceptation 

Fault forecasting & 
tolerance 

Fault Avoidance 
 

Fault removal & 
prevention 

Residual 
faults 



Dependable robots@laas 
•  Phds : 

–  Execution Monitoring (2005) , Diverse task planning (2007), 
Robustness testing (2011), Safety monitoring (2012), Safety 
analysis for human-robot interactions (2015), Safety monitoring 
(with synthesis) (2015), Testing autonomous robots in virtual 
worlds, Multi-level safety monitoring 

•  Recent collaborative European projects : 
–  CPS Engineering Labs: cyber physical systems, European 

H2020-ICT, 2015-2018 
–  SAPHARI : Safe and Autonomous Physical Human-Aware Robot 

Interaction, FP7 European Project, 2011-2014 
–  PHRIENDS: Physical Human-Robot Interaction: depENDability 

and Safety, FP6 European project, 2006-2009 
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Active safety monitor 
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Properties required 
from the monitor: 
–  Safety 
–  Permissiveness 

⇒  Specification of the safety rules 

Actuator 
 

Safety 
Rules 

Sensor 
 

Observation Intervention 

Monitor 

Safety Rules 

System 
operation 

System 
design 



Consistency 
analysis

Synthesis 
of safety rules

ModelingInterventions

Observations

Hazard analysis

Invariant

Monitor

Method 
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SMOF	=	
Modeling	template	

+	tools	

HAZOP-UML		
approach	
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Concepts: margin, warning states 

Safety invariant

Catastrophic states

Non-catastrophic states

Catastrophic States

Safety invariant
Margin

Warning states

Safe states

•  A safety rule assigns interventions to warning states 
•  A strategy is a set of safety rules intended to ensure an 

invariant 
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Toy example 

Margin on velocity 
 
 
 

(r = true) ⋁ (v < V0) 

The robot arm must be folded when the 
platform velocity is greater than V0 

3 warning states 
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Interventions 
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•  Ability of the monitor to constrain the system 
behavior 

•  E.g.: engage platform brakes, lock the arm 
position 

•  Effect under preconditions 

 

State precondition 

Sequential precondition 

Effect 



Modeling with SMOF  

•  NuSMV 
•  Modeling template: 

  - Predefined parts 
  - Parts to be edited by the user  
  - Generated parts  

 

VAR
pf_vel: Continuity(0,2,0);
arm_pos : Continuity(0,1,1);

DEFINE cata:= (pf_vel=2 & arm_pos=0);

VAR
brake : Intervention(TRUE, pf_vel!=0, flag_brake, next(pf_vel)=pf_vel!=2);
lock_arm : Intervention(arm_pos=1, TRUE, flag_lock_arm, next(arm_pos)=1);
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Strategies 
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•  Association 
  Warning state   –   combination of interventions 

•  Required properties: 
•  Safe: catastrophic states are not reachable 
•  Permissive: non-catastrophic states are reachable  

This	strategy	is	safe,	
but	not	permissive	!	
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Synthesis of strategies 
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Examplary result 
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VAR
pf_vel: Continuity(0,2,0);
arm_pos : Continuity(0,1,1);

DEFINE cata:= (pf_vel=2 & arm_pos=0);
--Safety property
INVARSPEC !cata

-- Intervention(precondition, flag, effect)
VAR
brake : Intervention(TRUE, pf_vel!=0, flag_brake, next(pf_vel)=pf_vel!=2);
lock_arm : Intervention(arm_pos=1, TRUE, flag_lock_arm, next(arm_pos)=1);

--	Warning	states	
DEFINE	flag_st_1	:=	arm_pos	=	0	&	pf_vel=1;		
DEFINE	flag_st_2	:=	arm_pos	=	1	&	pf_vel=1;		
DEFINE	flag_st_3	:=	arm_pos	=	1	&	pf_vel=2;		
----------------------------------------------------------------	
	
--	Strategy	defini]on	
DEFINE	flag_brake	:=	flag_st_2	|	flag_st_3	;	
DEFINE	flag_lock_arm	:=	flag_st_1	;	
	



A case study from Kuka 
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•  Mobile platform with an articulated arm 
  KUKA GmbH 
  SAPHARI-FP7 

•  Safety Monitor can: 
–  Block the arm 
–  Engage the platform brakes 

•  HAZOP Analysis 
–  100 lines with a non-zero severity 
–  13 invariants, including: 

	"The	robot	arm	must	not	be	extended	beyond	the	plaaorm	
footprint	when	the	plaaorm	moves."	



Case study safety invariants 
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IEEE TRANSACTIONS ON SYSTEM, MAN, AND CYBERNETICS: SYSTEMS 9

TABLE II
EXPERIMENTAL PRUNING PERFORMANCE

Number Variant 1 Variant 2
Model of Visited Solutions Time Visited Solutions Time

strategies nodes (%) nodes (%)
2var_2A 64 4.7 0 50ms 4.7 0 50ms
2var_2I 64 12.5 1 230ms 12.5 1 150ms
2var_4 4 096 0.56 9 210ms 0.44 6 170ms
3var_3A 106 10�3 0 200ms 10�4 0 200ms
3var_3I 106 10�2 40 3.1s 10�3 12 1.0s
3var_6 1012 10�6 17 106 4min 10�8 1 128 18.3s
4var_4A 1018 10�14 0 3s 10�14 0 2.7s
4var_4I 1018 - - - 10�11 12 954 26min

Fig. 11. The mobile manipulator of KUKA

TABLE III
SAFETY INVARIANTS, RESULTING FROM HAZOP-UML ANALYSIS

SI1 The velocity of robot arm must not be greater than V0.
SI2 The velocity of robot platform must not be greater than V1.
SI3 The robot must not enter the restricted area.
SI4 The robot platform must not collide with a human.
SI5 The robot arm must not be extended beyond the platform

footprint when the platform moves.
SI6 A gripped box must not be tilted more than ↵0.
SI7 A collision between a human and the robot arm must not hurt

the human.
SI8 The velocity of any point of the robot must not be greater

than V2.
SI9 The robot arm must not drop a box.

SI10 The robot arm must not clamp human parts.
SI11 The robot gripper must not clamp human parts.
SI12 The robot must not override boxes laid on tables, shelves and

robot storage.
SI13 The robot must follow the hand-guiding.

The monitor can observe a small subset of system variables
and has two possible interventions: engaging the arm brake
and engaging the platform brake.

A. HAZOP-UML
The system use cases have been modeled in 15 UML

sequence diagrams. The HAZOP analysis results in more than
hundred HAZOP lines with a non-zero severity. In practice,
it does not mean that hundred safety invariants need to be
modeled. There are many similar HAZOP lines that can
easily be grouped. The analysis ends up with thirteen safety
invariants listed in Table III.

B. SMOF models and synthesized strategies
In the following discussion, we put emphasis on how the

approach is impacted by the limited observation and interven-
tion means available to the safety layer. For this real system,
some invariants had straightforward models, some required the

v < V0-m
⋀ a = false

v ≥ V0
⋀ a = false

V0-m
≤ v < V0

W
CS

v < V0-m v≥V0

Fig. 12. Behavior of the SMOF model for SI1

elaboration of indirect observations derived from the direct
ones, and some were impossible to address, pointing to a lack
of observability or controllability.

1) Simple SMOF models: The first safety invariant, SI1, is
the limit of the arm velocity, formalized by v < V0. Defining
the velocity of a robot arm with 7 axis is not obvious. The
available observation v is the maximum translational Cartesian
velocity among the velocities of the axis center points. The
SMOF model is very simple, as there is only one observation,
which admits a margin (see Fig. 12). A unique strategy is
synthesized and, as expected, the arm brakes are engaged in
the margin state. Safety threshold V0 and margin value have
been calculated by KUKA engineers. The SMOF model for
the limit of the platform velocity (SI2) is similar.

2) Elaboration of indirect observations: SI3 states that
the system has to stay away from the restricted area. The
SMOF model uses one intervention, platform braking, and one
observation variable, the difference between the distance to the
restricted area (sensed) and the braking distance (computed
from the platform velocity). The variable is not a direct
observation but its computation from available observations is
simple enough to be done in the safety monitor. Similarly to
SI3, a collision between platform and human (SI4) is avoided
by observing the difference between the braking distance and
the distance to any obstacle (sensed by laser).

SI5 inspired our running example: The arm must not be
extended beyond the platform when the platform moves. In the
real system, the safety layer can observe whether all points of
the arm are inside a rectangular area defined by the user. The
area corresponding to the footprint of the platform gives us the
safety threshold: if any arm point is outside this area, the arm
is extended. To take a margin, we define an inner rectangular
workspace (see Fig. 13). The arm position can then be encoded
by three values, depending on the observations for the two
areas. Platform velocity is observed as a Boolean variable (0
for standstill, 1 for movement) with no margin.

For this invariant, both interventions are relevant. The
margin of the arm extension (i.e., the distance between the two
workspaces) is based on the braking distance of the arm. To



The safety monitor in action 

17




Conclusion 

+ SMOF provides a systematic and formal approach for 
the expression of safety rules 
+ Dev. of a tool (no combinatorial explosion of the 
algorithm with acceptable performance ) 
 
- Level of expertise impact model expression, and thus 
synthesis 
- Monitoring limited to the functional level 

Future directions : several warning regions, interventions 
and observation located at different layers (hardware 
and software) with different integrity levels  
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